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Q.1

(a)

1a(x) and pp(x) are the membership functions of the fuzzy sets A and B, respectively.

jiax) = etz

#p(#) = Ty

Decide whether A and B are closed or open.
Answer : A membership function j(z) is said to be closed iff limg, oo p) =0= limg o p(r)

1
Case 1 : pg(z) = et : Here lim, o pa(z) = limy—qoopia(z) =1
Hence, it is neither closed nor open.

Case 2 : up(z) = @ : Here limy oo pp(z) = limy 400 a(z) =0
10

Hence, it is closed.

[2+2]

Given two fuzzy sets A and B defined over universe of discourses X and Y, respectively.
A ={(20,0.2),(25,0.4), (30,0.6), (35,0.6), (40,0.7), (45,0.8),

(50,0.8)}

B =1{(1,0.8),(2,0.8),(3,0.6), (4,0.4)}

X = {10, 15,20, 25, 30, 35, 40, 45, 50, 55}

Y ={0,1,2,3,4,5}

Draw the graphs for the following.

i. AxB
ii. A= B
(i) AxB
12 3 4
20 [ 0.2 0.2 0.2 0.2
25 | 04 04 04 04
30 | 0.6 0.6 0.6 0.4
paxp(z,y) =min{ua(z), pp(y)} = 35 | 0.6 0.6 0.6 0.4
4 | 0.7 0.7 0.6 0.4
45 | 0.8 0.8 0.6 04
50 [ 0.8 0.8 0.6 0.4 |
(ii) A= B

For this many interpretation are possible.
A=B=AUBorAxBor (AxB)U(AxY)

Accordingly answer will be different.

[4-+4]
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Q. 2

(a) Suppose, a fuzzy relation is ‘If x is A then y is B’. How to find the following:

i. ¢ is C, given that y is D
ii. yis D, given that x is C

Answer :
GPM

if x is A then y is B
xis A/

y is B’

Since C' and D are not mentioned as A’ or B’ and (vice-versa) none of the GMP and GMT are
applicable in this case and hence we can not deduce anything.

[3+3]

(b) Two fuzzy sets P and @ are defined on z€ X as follows.

I i) I3 Ty xIs
P|101]02|07|05|04
Q|109]06]03|02]0.8

Find (1) (Pﬂ@)QA (ii.) (P X Q)0,4

Answer :
i
PN@ = (x1,0.1),(x2,0.2),(z3,0.7), (x4,0.5), (x5,0.2)



S (PNQ)oa = {z|pu(x) > 0.4} = {x3,24}

(if)

PxQ

x1

2

T4

Ts5

0.1
0.2
0.7
0.5
0.4

T2
0.1
0.2
0.6
0.5
0.4

z3
0.1
0.2
0.3
0.3
0.3

T4
0.1
0.2
0.2
0.2
0.2

x5
0.1
0.2
0.7
0.4
0.4

, (P xQ)oa=

Y e )

==

O O O O O

O O = O O

==

[3+3]



Q. 3

(a) The membership functions of two fuzzy sets A and B are shown in the following graph.
A: climate is Hot.

B: climate is Cold.

; ; ; ; L) L) L) L) L) L) L)
415 <10 5 0 5 10 15 20 25 30 35 40

i. Draw the graph of the membership function, which represents the fuzzy set C: climate is
Extreme.

Answer : Climate is Extreme ~ Climate is Hot OR Climate is Cold.

1.0

-15 -10 5 0 5

ii. What would be the graph of the membership function pp of the fuzzy set D = (ANC)?
State D in terms of fuzzy linguistic.
Answer :

1.0

—t—
15 <10 5 0 5 10 15 20 25 30 35 40

Lingustic interpretation : AN B = Climate is Pleasant, D = A N B = Climate is not Pleasant

[3+3]

(b) Two fuzzy relations ‘likes’ and ‘earns’ are defined below.

Football Hockey Cricket
Dhoni 0.1 0.3 0.8
Virat 0.2 0.7 0.5
Rohit 0.5 0.4 0.2
Sekhar 0.4 0.5 0.6

likes =

For example, x likes Game.
10L 50L 100L
Dhoni | 0.6 0.3 0.2
Virat 04 0.7 0.8
Robhit 0.1 03 0.2
Sekhar 0.5 0.2 0.6

earns =



For example, x earns Money.

Obtain the relation between a game to a money?

Answer :

(6]

This relation can be obtained as likes! o earns. That is,

Dhoni  Virat Rohit
Footboll 01 02 05
Hockey 0.3 0.7 0.4
Cricket 0.8 0.5 0.2

Football
Hockey
Clircket

Sekhan

0.4
0.5
0.6

10L
0.4
0.5
0.6

50L
0.3
0.7
0.5

Dhoni

Virat

Rohit
Sekhan
100L
0.4
0.7
0.6

10L
0.6
0.4
0.1
0.5

50L
0.3
0.7
0.3
0.2

100L
0.2
0.8
0.2
0.6



Q. 4

(a)

What are the components you should consider in order to mathematically model an artificial

neuron 7
[4]

Answer : Two components namely summation until and threshold unit are required to mathe-
matically model as artificial neuron. Two components can be defined as follows.

@(1)

Summation Threshold unit output

input  weight unit

Summation unit I = " | z; - w;. Threshold unit O = ¢(I), where ¢ is some transfer function.

If (1) = He%al is a transfer function in a perceptron, then show that

Answer :

o(I) = Tel,a,; Let z=1+¢e"2. - % = —q-e = . 1220

96(I) _ 09(1) 02

ol 0z ol

(1= ¢(1)) - ¢(I) [3]

Draw a schematic diagram of a multi-layer feed-forward artificial neural network architecture and
clearly label the different elements in it.

Give one application, where you should apply such an ANN architecture.
Answer :

Application : Such an ANN would be applied to problems whose output are non-separable with
resepct to input. [4+1]



|
Input layer : I Output Layer
| |
| ! _
INg|=! ! INzl=m | INsf=n
_____________________ 2
| . .
Linear transfer ! Log-Sigmoid transfer \ Tan-Sigmoid transfer
function, e ! function ! function
1 | Hagl, —ayl,
| | m_ H - @ | n o —€
fi :(Il’gl) : fJ (I ,aj) l+e7aj|jH : fk :(Ik’ak):e-nzuln +e*aglu

Q. 5

(a) Show how the computations in input, hidden and output layers of an ANN can be accomplished
in terms of matrix algebra.

[24+242]
Answer :

Whole learning method consists of the following three computations:

(a) Input layer computation
(b) Hidden layer computation

(c) Output layer computation

In our computation, we assume that < Ty, T7 > be the training set of size |T'|.

e Let us consider an input training data at any instant be I7 = [I}, I3, --- | I} I}] where I € T
e Consider the outputs of the neurons lying on input layer are the same with the corresponding
inputs to neurons in hidden layer. That is,
OI —_ II
I x1] =1l x1] [Output of the input layer]
e The input of the j-th neuron in the hidden layer can be calculated as follows.

H _ I I I I
;7 = w101 +v2509+, -+ +vi505 + -+ + 050



where j =1,2,---m.
[Calculation of input of each node in the hidden layer]
e In the matrix representation form, we can write
IH —yT.ol
[mx 1] = [m x 1] [l x 1]

e Let us consider any j-th neuron in the hidden layer.

e Since the output of the input layer’s neurons are the input to the j-th neuron and the j-th
neurons follows the log-sigmoid transfer function, we have

o — 1
J 1+670¢H-IJH
where j =1,2,--- ,m and ay is the constant co-efficient of the transfer function.

Note that all output of the nodes in the hidden layer can be expressed as a one-dimensional column
matrix.

OH = 7ocH-IJI_I

i 11

Let us calculate the input to any k-th node in the output layer. Since, output of all nodes in the
hidden layer go to the k-th layer with weights w1, wor, - - - , Wk, we have

I9 = wig - off +wop - ol + -+ + w0l

where k =1,2,--- ,n

In the matrix representation, we have

IO:WT~OH
[nx 1] = [n x m] [m x 1]

Now, we estimate the output of the k-th neuron in the output layer. We consider the tan-sigmoid
transfer function.

0‘0‘[]3_6_0‘0'112

O = ¢

.JO — IO
eaolk_"_e o Ik

for k=1,2,---,n
Hence, the output of output layer’s neurons can be represented as

eao'llg—eiao‘llg

.JO —_ .JO
eao 1k+e ap Ik

I 1ot



(b) Explain the basic principle of calculating error in supervised learning.
2]
Answer :

e Let us consider any k-th neuron at the output layer. For an input pattern I; € T7 (input in
training) the target output 7o, of the k-th neuron be Tpy,.

e Then, the error e, of the k-th neuron is defined corresponding to the input I; as

er, = 3 (Tor, — Oop)?

where Op;, denotes the observed output of the k-th neuron.

e For a training session with I; € Ty, the error in prediction considering all output neurons can
be given as

e=her =735 (Tor — Ooy)
where n denotes the number of neurons at the output layer.

e The total error in prediction for all output neurons can be determined considering all training
session < T7,Tp > as

1 2
E= ZVIiGT[ €= 2 ZVtE<T[,To> ZZZI (TOk - Ook)

(c) Derive the ‘delta rule’ according to the method of Steepest descent.

e For simplicity, let us consider the connecting weights are the only design parameter.

e Suppose, V and W are the wights parameters to hidden and output layers, respectively.

e Thus, given a training set of size IV, the error surface, E can be represented as
E=31 ¢ (V.W. 1)

where I; is the i-th input pattern in the training set and €’(...) denotes the error computation
of the i-th input.

e Now, we will discuss the steepest descent method of computing error, given a changes in V'
and W matrices.

e Suppose, A and B are two points on the error surface (see figure in Slide 30). The vector AB
can be written as

AB = (Vip1 = Vi) 2+ (Wips = Wi) - g = AV -2+ AW -3
The gradient of AB can be obtained as
_09E  ~_ OE
€A = v T T aw

Hence, the unit vector in the direction of gradient is

= 1 OF = OFE -~
€ 4B |6A4\[?'$+W'y]

e With this, we can alternatively represent the distance vector AB as

AB=n[%E .7+ 9 .q]



k

ol and k is a constant
AB

where n =
e So, comparing both, we have

AV =ngE
AW:ng—V%

This is also called as delta rule and 7 is called learning rate.

[2+2]

10



